**Searching for Imprints of Circumstellar Material in the Ultraviolet Spectra of Type Ia Supernovae**

Aaron Beaudoin- University of Illinois at Urbana-Champaign

Ryan J. Foley- University of Illinois at Urbana-Champaign

1. **Introduction**

Type Ia supernovae (SNe Ia) have relatively homogeneous luminosities, making them excellent probes of dark energy and the expansion of the universe. There are multiple theories regarding their progenitor systems, the first being the single-degenerate (SD) model, which consists of a white dwarf accreting material from either a main-sequence or red-giant star until it reaches the Chandrasekhar mass limit, igniting a thermonuclear explosion. The second model is the double-degenerate (DD) model, which consists of two white dwarfs. However, there is still much uncertainty regarding these systems, and developing a greater understanding of the circumstellar material surrounding SNe Ia is essential in fully understanding these explosions and using them to put greater constraints on dark energy.

The Na doublet located around 5890 and 5896 angstroms has been measured and analyzed in multiple studies and has shown variability in a handful of cases. This suggests that the Na gas is within 0.5 pc (because of an ionization potential of 5.1 eV) surrounding the SN is ionized by the initial flash. Later, as the Na recombines, absorption features will begin to appear in the SN’s spectrum. However, we need more information from other species with similar ionization potentials to Na in order to determine the circumstellar gas’ location, density, and distribution.

This work presents the first insight into the Mg II, Mg I, and Fe II absorption features found in the ultraviolet spectrum of 8 SNe Ia, and is the first attempt to probe gas other than Na I, Ca II (not useful because it has a high ionization potential), and K I (not useful because its features are remarkably weak). These features have rest wavelengths of 2796.35 Å and 2803.53 Å for the Mg II doublet, 2852.96 Å for the Mg I line, and 2344.21 Å, 2374.46 Å, 2382.76 Å, 2586.65 Å, and 2600.17 Å for the Fe II lines.

1. **Observations and Data Reduction**

Our sample consists of all SNe~Ia with at least two relatively high resolution ($R > 500$) and high signal-to-noise ratio (S/N) spectra that cover at least the \ion{Mg}{II} doublet. This limits the sample to 8 SNe~Ia, all observed by the {\it Hubble Space Telescope} ({\it HST}). With the exception of one SN, all spectra were obtained with the Space Telescope Imaging Spectrograph (STIS). SN~1992A was observed with the Faint Object Spectrograph (FOS). Spectra for SNe~1992A, 2011by, 2011fe, 2011iv, and 2014J were first published elsewhere \citep{Kirshner93, Foley12:11iv, Foley14:14j, Foley13:ca, Foley13:met, Mazzali13, Graham14}. All spectra were reduced in a consistent manner following standard procedures \citep[e.g.,][]{Foley12:11iv}.

Roughly half the sample (X SNe) have only two epochs of spectroscopy, while the other half (X SNe) have $\ge$7 epochs. Details of the SNe and overall spectroscopic details are presented in Table~\ref{t:sn\_info}. A log of all observations are listed in Table~\ref{t:spec\_log}.

In all spectra, we see clear narrow absorption features from the \ion{Mg}{II} doublet. However, for three SNe, only lines consistent with Milky Way absporption are detected (SNe~1992A, 2011iv, and 2011ek). This is not unexpected for these objects since SNe~1992A and 2011iv have early-type hosts and SN~2011ek occurs at a projected distance of $>$10~kpc from its host. For the other 5 SNe~Ia, we detect mesurable \ion{Mg}{II} in every spectrum. For all SNe with detectable \ion{Mg}{II}, we have also detected \ion{Mg}{I} $\lambda$2851, with the exception of our 9th observation of SN~2013dy. Only SN~2011fe has detectable \ion{Fe}{II} absorption. {\bf Update this}

1. **Analysis**

With detections of several absorption features, we now detail how we make our EW measurements, determine limits for undetected lines, and verify our measurements.

In order to measure the EWs of the narrow absorption features, we first fit either a 3rd order b-spline or a 5th order b-spline to the continuum, based on the S/N of the spectrum. Dividing by this function, we generate a normalized spectrum. Because the spectral resolution is low enough where the absorption features are unresolved, we fit Gaussian functions to the absorption features using a least-squares minimization. Because of the low S/N of some spectra this method is preferable to a direct measurement, which can be significantly biased by the exact wavelength range chosen for integration. Then, we integrate over this Gaussian function to measure the equivalent width of each absorption feature, and use Equation~\ref{e:err} to determine the statistical error.

\begin{equation}

\sigma\_{\rm tot}^{2} = \sqrt{\pi} \times (\sigma\_{h}^{2} \times w^{2} + \sigma\_{w}^{2} \times h^{2}),

\end{equation}\label{e:err}

where $w$ and $h$ are the width and height of the feature.

For SNe~2011by, 2012cg, and 2013dy, the Milky Way \ion{Mg}{II} $\lambda$2803 line overlaps in wavelength with the host-galaxy \ion{Mg}{II} $\lambda$2796 line. {\bf For 11fe, both lines overlap.} For these objects, we fit the entire feature (both \ion{Mg}{II} doublets) with two \ion{Mg}{II} doublets, one at zero velocity and the other at roughly the recession velocity of the host galaxy, simultaneously. Because of degeneracies in the fitting, we fixed each line from a given doublet to have the same shape. As a result for these objects, the EW for one \ion{Mg}{II} line is equivalent to that of the other. However, the additional data from the the overlapping line is useful for constraining parameters and improves the accuracy of the EW measurement.

In addition to the statistical uncertainties determined during the Gaussian fitting, we estimated the systematic uncertainites, mostly resulting from uncertain continuum placement, through a Monte Carlo simulation. For each realization of the Monte Carlo simulation, we shift the nominal wavelength of the b-spline breakpoints and redetermine the continuum. The amplitude of the shifts were chosen such that the continuum was not obviously incorrect for XXX sample trials. We then remeasure the EWs of each line with the new normalized spectrum. The scatter in the resulting distribution of EW measurements was used to determine the systematic uncertainty. The statistical and systematic uncertainties were combined for our total uncertainty.

For SN~1992A, 2011ek, and 2011iv, we determined the magnitude necessary for each absorption feature to be able to be resolved in the noise of a specific normalized spectrum. {\bf But you need to do this for all spectra with any non-detections, not just these three SNe; and re-write this to state first that we are trying to determine the detection limit and then talk about what you do to get there.} This 3-$\sigma$ limit is determined with Equation~\ref{e:limit}, taken from \citep{Leonard01} {\bf this is not the original reference or the correct way to use citep},

\begin{equation}

W\_{\lambda}(3\sigma) = 3 \Delta \lambda \Delta I \sqrt{\frac{W\_{\rm line}}{\Delta \lambda}} \sqrt{\frac{1}{B}},

\end{equation}\label{e:limit}

where $W\_{\rm line}$ is the estimated width of the feature, $\Delta \lambda$ is roughly 2 pixels or 3 $\AA$, $\Delta I$ is the RMS of the spectrum in that specific area, and $B = 2$ (the number of bins per resolution element). {\bf Fix this up; I think a bunch of these variables need to be defined differently.}
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